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perhaps a uniform distribution of data in each cell. This
effect was also quite different from the normal “"word" pat-
terns. These data were nevertheless used in preliminary
tests of the recognition software.

A program to determine the closest fitting sequence of
single frame patterns was implemented next. For any input
word the result was the best "spelling" that could be found
in terms of the reference patterns derived from the detected
cluster centers. A master spelling was derived by choosing
the most likely match over a training set at each of the 12
sample frames in a word. A set of master spellings used as
reference patterns for the digits 0-9 gave about 60% accura-
cy at this stage. To improve the performance it appeared
that we would need to eliminate the bias in finding the
cluster centers and determine the actual shape of each clus-
ter by including data not actually in the central cell. An
alternate method of determining the cell boundaries incre-
ased the 'digit recognition accuracy to 80%, which is about
what one would expect from the fact  -that the 1likelihood
function with constant variance is equivalent to a Euclidean
distance function.

Starting with the data base of 18,000 speech spectrum
frames, a sequence of small data cells was generated as fol-
lows: the first spectrum frame of the data base 1is the
center of the first cell. For each subsequent frame, meas-
ure the taxicab distance (sum of absolute values of coordi-
nate differences) between the new frame and every cell
center found to date; if the smallest distance 1is greater
than a constant threshold, then the new frame is the center
of a new cell; otherwise it is a member of the closest
cell.

The 65 cells with the greatest number of occupants were
selected and the statistical means and variances of the data
frames lying in each cell were computed. These parameters
constituted a set of elementary, single-frame reference pat-
terns. The data base of 1500 isolated words was then ana-
lyzed by computing the likelihood statistic for each frame
of each word with respect to each of the 65 elementary pat-
terns. At each word frame the six highest scoring pattern
matches were tablated. A master spelling for each word was
then derived by selecting at each frame the most
frequently-appearing pattern among the tabulated ones.

A recognition test was then conducted by summing the
pattern likelihood scores over each master spelling and cho-
osing the spelling with the best cumulative score as the
final word decision. Spoken digits tested in this way had
an overall talker-independent recognition accuracy of 81%,
which corresponds to results for a Euclidean distance func-
tion with one reference pattern per word.
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Next, the 65 elementary reference patterns were refined
by including all frames of the data base that were not alre-
ady members of the 65 chosen cells. Each non-member frame
was compared to the chosen cells by computing the likelihood
statistic with respect to each of the 65 elementary refer-
ence patterns. Each frame was thereby assigned to the cell
yielding the highest likelihood score. A new set of likeli-
hood parameters was then computed for all the cells. With
these parameters the recognition accuracy for digits was the
same as before. Increasing the number of elementary pat-
terns to 90 did not change the situation.

On the presumption that the above results were 1limited
by particular choice of spellings, the following method of
determining alternate word spellings was tested. Starting
with the above set of "most popular" spellings for digits,
the algorithm attempted to recognize words in a digit data
base. At each error, the spelling (i.e. the sequence of
elementary patterns having the best likelihood score at each
frame of tte word) for the mistaken word token was added to
the list of alternates for that vocabulary word. After two
training passes throuth a set of 150 digits (15 talkers)
there were 3.2 spellings per digit on the average and zero
errors. Testing on 20 additional talkers yielded 84% recog-
nition. A test of "difficult" digits obtained under differ-
ent conditions resulted in 55% to 65% recognition scores in
the several tests described.

The principal conclusion to be drawn from thesc experi-
ments is that the reference patterns found do not provide a
particularly good estimate of the conditional probability
densities of spoken digits.

The objective was to find unconditional densities (in-
dependent of any particular vocabulary word) which could be
selected to build conditional densities for specific words.
The variance terms of these reference patterns tended to be
almost constant with frequency, even after including data
frames not in the original cells. This tended to make the
likelihood functions into Euclidean distance functions which
could be made to yield reasonable recognition only by pro-
viding a number of alternate patterns for each vocabulary
word.

Since the computation of 1likelihood functions 1is a
great deal more time consuming than the process of accumu-
lating word scores, experiments to examine the tradeoff
between number of patterns and number of spellings were
planned.

To examine the tradeoff between the number of elementa-
ry reference patterns and aaaber o7 "spoeliioa" toumplates a

data base of digits spoken by 100 male and female talkers
21
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was énalyzed. For each test condition the number of tem-
plates required to obtain 99% recognition of this data base
as a training set was tabulated. The reference patterns
were derived by initializing clusters of frames having a
constant taxicab metric radius followed by inclusion of all
frames intd a selected set of cells on the basis of 1likeli-
hood ratio. With the number of selected cells as the vari-
able, the following data were obtained:
v Relative Radius Number of Average Number of
| of Initial Cell Elementary Patterns Templates per Word
1500 33 39
1024 60 35
: 1024 90 34
i (conditional
density) 120 27 e

Variations in conditions, such as a change in the ra-
y dius of the initial cells, did not affect the results appre-~-
& ciably. The conclusion appears to be that this general
method of deriving reference patterns requires a large
number of spelling templates, and that the number of tem-
plates 1is not very sensitive to the number of elementary 8
patterns. !

To differentiate between the effects of particular pat-
tern choices and the method of determining template spel-
lings, a standard set of patterns was selected for a series
of experiments on the method of choosing representative
spellings. The patterns consisted of all the conditional
density parameters obtained by partitioning the digit refer-
ence patterns used in the standard 12-frame reference pat-
terns with one complete pattern per vocabulary word. It was
reasoned that since these reference patterns yield the best | |
available recognition scores, a good template-finding proce- j
dure should be able to discover the spellings corresponding |
to the sequence before the 12-frame patterns were partiti-
oned. It turned out that the method of adding a spelling
whenever an error occurred did not find the original refer-
ence pattern sequence. However, a modification of this
technique was found that produced recognition accuracy as
good as that of the standard algorithm.

The modified procedure was to permit the reference
frame to be chosen independently for each frame comprising
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the word pattern. Thus, the template for a vocabulary word
consists of a set of alternate pattern names for each frame
position in the word. Any spelling consisting of a sequence
of one alternate elementary pattern chosen at each position
in the word is a legal spelling. The likelihood score for
the word is then the sum of the scores of the best-fitting
pattern at each of the positions. The method is similar to
the strategy used in our continuous speech keyword detection
system.

For the selected data base of 1000 digits, the standard
isolated word algorithm with one 12-frame reference pattern
per word scored 91% correct recognition. The following
table shows the results of the strategy just described as a
function of the number of alternate elementary patterns es-

: tablished at each sample frame. Comparable results for the
Ey elementary patterns derived by the constant taxicab metric
method are also shown. Reference patterns are elected by
counting the number of times their likelihood scores appear
in the top six choices for a given set of exemplar patterns.

Table 5

Percent Talker-Independent Recognition as a
Function of Number of Alternate Patterns at
{1 Each Word Segment

Number of Alternates: 1 2 3 4 5 6 7
Conditional Density
Parameters: 89 89 90 90 91 90 90
Unconditional Cluster
Parameters:
60 Patterns 83 84 83 84 84
90 Patterns 84 86 85
|
| 120 Patterns 84 86 86 86

The revised template finding procedure yielded signifi-
; cantly better recognition performance than the earlier meth-
i od, and it can be seen from the table that performance did
i not change much as a function of the total number of elemen-
: tary patterns.

An intermediate method of template finding was imple-
23
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mented. ~ In this method, consecutive pairs of elementary |
patterns constituted a sequence of sub-word spellings, and :
alternates were chosen freely at each sub-word position.
The objective was to increase recognition accuracy at a
given total number of elementary likelihood calculations by
tightening the restriction on allowable template sequences
at a cost of increasing the complexity of the template

o

o

search.
3 For each test condition (number of alternate patterns
%‘ permitted) the results were marginally better, but the im-

provement was 0.5% or less. At 5 alternate choices per com-
parison the elementary patterns consisting of either one
frame or an ordered pair of comparison frames yield essen-
tially the same performance as the standard set of 12-frame
reference patterns.: The results to date suggest that com-
parable performance cannot be obtained with unconditional
density functions. -

In smaller vocabularies for which large data bases are

available, much effort has been expended trying to produce 3
alternate statistical patterns to better represent the v L

words. We experimented with an isolated word data base, ‘
consisting of 6197 exemplars of the ten digits and /yes/ and

/no/. Using four alternates per word, statistics were com-

piled from the data base. The same data base when tested

gave a 1l2-alternative forced-choice identification rate of

k| 95% correct; the rate was 93% for an unknown test set of
k! 900 words. The alternates were produced by manually label-
' ing male, female, general and Southern dialects, followed by
an iterative clustering algorithm. 5

et

We explored whether the number of alternative patterns
used to represent each word was currently limiting the per-
formance. If we attempted to increase the number of alter-
natives indefinitely, the alternatives would be highly tra-
ined to the exemplars over which their statistics were col-
lected. Thus these exemplars would have to be excluded as
possible matches, because of the training effect in our
Gaussian maximum 1likelihood decision model. To circumvent
these training effects, a nonparametric model was used, 1in 4
which each exemplar in the data base was compared to each
other word by computing their separation as measured by the
Euclidean distances. ]

In the twelve alternative forced-choice experiment, in l
which each example was identified as the name of its nearest

neighbor, performance was 92% correct. Each of the 6197 ex-

amples was compared to the 6196 other exemplars.

An experiment based on the maximum 1likelihood choice |
over a region was also run. For each unknown word, the set { ;
of 100 closest neighbors was found by using the Euclidean ‘




distance measure. Then the unknown word was identified as
the word occurring most often in that set of neighbors.
Performance was the same.

To model the effect of using the most neighbors rather
than the nearest neighbor as the decision rule, assume that,
in a neighborhood about an unknown exemplar, there are uni-
formly distributed exemplars from two words, w and w ,

1 2

with relative frequencies p and p , respectively,
2

p +p =1, (3.3)

Also assume that these measured relative frequenc1es are the
true probab111t1es for an unknown exemplar in this neighbor-
hood. The maximum likelihood decision rule would identify

the unknown as word wj 1if pj > pj
for each j, to give the best expected correct identification
" rate, equal to max (p;,DPj).
This decision rule corresponds to identifying with the most
nexghbors. On the other hand, the nearest neighbor would be
word w with probability p .
i i
Thus averaged over the data base, the nearest neighbor rule

picks w
i

in proportion to its relative frequency p ,
i

giving a correct identification rate of
2 2
Bl Y Py
1 2

which is less than or equal to max (p , p ), assuming
1 2
p and p are less than or equal to 1.

To identify a word as its nearest neighbor is a sub-optimal
25




rule. Depending on the actual values of the relative fre-
quencies, the maximum likelihood error rate E
ML

is bounded between the closest neighbor error rate E
cn
and one-half E .
cn

We conclude that the performance is not limited by the
number of alternatives used in representing the statistics,
but that performance is limited by the instrinsic overlap of
words' patterns as produced by present preprocessing techni-
ques.

3.3 Large Vocabulary Tests

Preliminary tests were conducted on portions of the
data base as they became available. 1Initially, a statistics
file was generated from approximately 1430 different lexical
items as spoken by six individuals. 1In this experiment the
test subject was included in the data base and represented
one-sixth of the data base. When tested, 53% of 1404 lexi-
cal items were recognized. In this and all following exper-
iments, each test word was compared to all words in the data
base. All gross mispronunciations had been deleted from the
test sets.

A design set of approximately forty speakers, male and
female, consisting of approximately 53,000 speech samples
was used to generate a data base. (See Appendix H, Audio
Tape List) Two test conditions were examined. 1In the first
condition, six speakers not included in the design set, were
tested against the data base. The results, summarized
below, for 6315 lexical events, produced an average recogni-
tion of 30.5%. Each lexical event was tested against each
of 1078 lexical items in the vocabulary, where recognition
was defined as a match between the most likely items and the
name of the event. The vocabulary was not selected for good
phonetic distribution; thus, for example, the spoken letter
"b" and the word "be," the letter "c" and the word "sea,"
all are different vocabulary words.

The second condition tested the recognition accuracy

against the data base after a single training trial with a
weight of 50%. That is, the mean value of a spectral point

26
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Table 6

1000 Word Recognition Rate, Untrained

- ——— - - — - —— - — - - - - ————— - -~ ———

Subject Number of Number of $
Number Events Errors Correct
0 1056 708 32
1 1054 818 22
2 1055 779 26
3 1055 697 33
4 1050 668 36
5 1045 700 33
Totals: 6 6315 4390 30.5

in the reference pattern was averaged with the value of a
like spectral point from the training sample. A second, in-
dependent sample of each word as spoken by each subject from
the first test condition was used to evaluate recognition
accuracy after training. These data are summarized in tabu-
lar form below. 1In 6311 lexical events tested against the
trained data base of 1078 lexical items, 4390 errors oc-
curred. The resulting recognition accuracy was, averaged
over six subjects, 62.4%.

Table 7

1000 word Vocabulary Recognition Accuracy,
Trained with One Sample of Each Word

Subject Number of Number of %
Number Events Errors Correct
0 1053 388
1 1051 405
2 1050 325
3 1055 395
4 1049 426
5 1053 481
Totals: 6 6311 2370
27
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Additional experiments were run on the 1400 word voca-
bulary. The nearest Euclidean neighbor decision rule was
used. There were two recordings of each of six subjects,
numbered 0 through 5. One set of recordings was used as a
reference set of up to 8413 patterns; the other was the
test set. Results are summarized in the table below.

Test Set Number of Reference Number of Percent
Subjects Trials Subjects Patterns Correct
0-3, part of 4 6563 0-5 8413 53.1
0 1404 0 1408 54.3
0 1404 1-5 7005 26.0

Because there are only six tokens per word it is hard
to draw any conclusion about the intrinsic overlap of the
word pattern distributions. Examination of actual pattern
data does support the idea that many or most errors are due
to gross misalignment of spectrum sampling times between
unknown and reference word patterns.

3.4 The Syntax Tree Facility

In some applications, only words in a subset of the
total stored vocabulary are legal alternatives at any given
point. A facility exists for entering such constraints into
a syntax tree and for traversing the tree, significantly im-
proving recognition accuracy and response time for large vo-
cabularies.

Each syntax tree consists of a set of numbered nodes
and named branches between the nodes. The name of a branch
corresponds to the vocabulary word that can cause a transi-
tion between the spanned nodes. For example, in the simple
tree below, saying an odd digit will cause a transition to
node 1 and saying an even digit will cause a transition to
node 2:

Run-time commands exist for invoking a tree, moving ar-
ound in a tree, and printing out information on a tree.

28
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Furthermore, arbitrary subroutines may be associated with
particular nodes so that a transition to a node can invoke
code. The path taken through the tree is saved and transi-
tions can be taken back under both kayboard and voice con-
trol.

Non digits from the 100 required word list (Appendix T)
were cntered at a node in the syntax trec and tested by a
government representative who was not included in the data
base. Of the 67 words in the node, 66% were recognized cor-
rectly. After training each word once, 90% were recognized.

29
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APPENDIX A
1 1000 Word List
i
54

1500 A
1600 ABLE
0502 ABOVE
: 0400 ACCOUNT
3 0503 ACKNOWLEDGE
1 0504 ACKNOWLEDGED
§ 0401 ACT
' 0372 ACT ION
- 1400 ACTIVATE
0403 ACTIVITY
3 0384 ADD
1 0506 ADDED
E i 0404 ADDRESS
. 0507 ADDRESSEE
Il 0405 ADMINISTRATTON
1 0510 AFRICA
;§ 0511 AFRICAN
® 0512 AFTER
8 0513 AGAIN
£ 0514 AGAINST
: 0515 AGE
£ 0406 AID
4 0409 AIM
0407 AIR
0408 AIRFORCE
1474 ALARM
0517 ALGERIA :
0518 ALL |
0410 ALLIANCE -
1800 ALPHA
0519 ALREADY ;
0522 ALWAYS
0411 AMBASSADOR
0523 AMERICAN
0412 AMMUNITION
0524 AMOUNT
0526 AN : ;
0414 ANALYSIS 3
0527 ANCIENT
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1 1000 Word List |
A 0528 AND i
1465 ANSWER 3
0530 ANTI *
0531 ANY
1442 APOSTROPHE
0534 APPREHEND
0536 APPROVE
0537 APPROVED
- 0539 APRIL
0541 ARARB
0542 ARABTIAN
0543 ARCTIC
0544 ARE s
0545 AREA ;
0546 ARGENT INA
0415 ARMEDFORCES
0416 ARMY -
0549 AROUND e
0550 ARREST
0417 ARTILLERY
0551 AS v
0552 ASIA i
0553 ASKED
0555 ASSOCIATE
; 0556 ASSOCIATED
il 1460 ASTERISK
0557 AT
0558 ATLANTIC
0418 ATOMIC
0420 ATTACHE
0559 ATTACK
0419 ATTENTION
0421 ATTRITION
0561 AUGUST -
0562 AUSTRALIA 3
0563 AUSTRIA
0422 AUTO
0564 AUTOMATIC
0423 AVENUE
1501 B :
0424 BACK ]
1443 BACKSPACE
0325 BACKWARD 1
0570 BAD i
1601 BAKER
0571 BALL ‘
' 0425 BANK
i 0426 BANKER
# 0427 BASE
! 0575 BASES
| 0429 BATTALION
| 0428 BATTLE

k 0577 BAY




4 1000 Word List

0578 BE

BEACH

BECAUSE

BECOME

BEDLIGHT

BEDMOTOR

BEEN ;

BEFORE

BEIRUT

BELGIUM

BELIEVE

BENT

BEST

BETTER

BETWEEN

BIG

BIOLOGICAL

BLACK o

BLOC ;

BLOODY p

BLUE 3

BOAT

BOILING

BOMBERS

BOMBS

BOTH

BOUNDARIES

BRACKET

3RAVO

BRAZIL ;

BRICK 1

BRIEF

BRIGHTER

BRITAIN

BRITISH

BROOK

BUG |

BUILD |

BULLETS

BURMA

BURN §

BUSINESS |

BUT ;
|

BUYING
BY

C
CALCULATOR
CALL

CALM

CAME

CAMPS

CAN

CANADA

A-3




i 1000 word List

0626
0322
0628
1426
0440
0441
0442
0443
1602
0444
0632
0634
0636
0637
1403
0638
0639
0445
0640
1802
0446
0645
0646
0647
0649
0650
0651
0447
0356
0655
1459
0448
0656
0449
0659
0660
1432
0455
0346
0664
1430
0665
0450
0666
0668
0451
0700
0701
0704
0706
0371
0709
0710

CANAL
CANCEL
CANNOT
CAPITAL
CARE
CARGO
CARRIER
CASE

CAST
CASUALTY
CATCH
CAUGHT
CENTER
CENTURY
CHANNEL
CHANGE
CHAOQOTIC
CHARACTER
CHARGE
CHARLIE
CHIEF
CHINA
CHINESE
CHRISTIAN
CIRCULAR
CITY
CIVIL
CLARIFICATION
CLEAR
CLIFF
CLOSE
CLOTHES
CLOUDS
COALITION
COLD
COLLATE
COLON
COLONEL
COLOR
COME
CoMMA
COMMAND
COMMERCE
COMMON
COMMUNIST
COMPANY
COMPLETED
COMPLEX
CONCEAL
CONCERNED
CONDITION
CONDUCT
CONDUCTED

A-4
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S4136 Documentation

S4IA<S4136,VNEWL,SPIN36,SY:SLIBR
S4IP<S4136 ,VNEWL,SPIN36,SY:SLIBR

ALL VERSIONS MAY BE ASSEMBLED AND LINKED BY RUNNING THE
BATCH FILE S4136.BAT

t ;s COMMANDS:

b : GO RECOGNIZE A WORD USING ANALOG INPUT
H N AD TRAIN PATTERN NAME N WITH LAST WORD SPOKEN

b 1 : N AW TRAIN PATTERN N WITH LAST WORD SPOKEN
H N PR TYPE WORD NAME N ON CONSOLE
H N AU INCREMENT NC FOR NEXT COMMAND IN MACRO USING
; COUNTER N
: DS START THE DISPLAY
; CL CLEAR OUT ALL BUFFERS
3 DL DISPLAY LOG FRAMES ONLY (USEFUL IN NOEAE VERSION)
: PL PLOT THE CURRENT DISPLAY
: FT DRAW MOIRE PATTERN FORMAT TRACKS
: N DB SET OR RESET A BREAK POINT TO CALL THE DEBUGGER
: AT DEBUG POINT N IN SPIN36
: N SL SCALE THE SIZE OF THE LOG FRAMES IN THE DISPLAY
: N SA SCALE THE SIZE OF THE AMPLITUDE CURVE DISPLAYED
: N SS SCALE THE SIZE OF THE SUBJECTIVE TIME CURVE
: DISPLAYED
: N SP SCALE THE SIZE OF THE POWER SPECTURM FRAMES
: DISPLAYED
: N SH SHIFT RAW A/D FRAME UP IN AMPLITUDE
: N ST SHIFT RAW A/D FRAME IN TIME
: N FR MOVE THE CURSOR TO FRAME N AND DISPLAY POWER
: SPECTRUMS STARTING AT THAT FRAME

KB TURN KNOB ON
: N NR SET NUMBER OF LIKLIHOOD SCORES TO PRINT
: KS PRINT OUT SCORE (PERCENT RIGHT) AND START OVER
H N NW SET NUMBER OF WORDS IN VOCABULARY
s WS DEFINE THE NAMES OF THE WORDS IN THE VOCABULARY
: (wL10,11,0,1,2,3...)
: NM READ IN NAME FILE WITH LIST OF WORD NAMES
: AN ANSWER OR HANGUP THE PHONE
: NS STOP COMPUTING STATISTICS AFTER RECOGINIZING A
H WORD
; NP STOP PRINTING AMPLITUDE, DURATION THRESHOLD ~
$ INFORMATION 1
H N FS DEFINE THE N STATISTICS FILES CONTAINING THE
H VOCABULARY
H N TF DEFINE N STAT FILES AND N TRAINING FILES
: TR SPECIFY THE FACTOR ANALYSIS TRANSFORMATION FILE
; FF SPECIFY A NONSTANDARD FOURTER TRANSFORM MATRIX
: FILE
H OL OPEN LABEL FILE
: BL GO TO BEGINNING OF LABEL FILE o
: H N ML SPACE IN LABEL FILE (FORWARD OR BACKWARD) 3
: CL CLOSE LABEL FILE
E-2
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S4136 Documentation
: RL READ NEXT LABEL
H OA OPEN RAW A/D FILE :
H CA CLOSE RAW A/D FILE 1
: RA RECOGNIZE FROM RAW A/D FILE USING CURRENT LABEL
: AS POSITION
H GA RECOGNIZE FROM RAW A/D FILE USING CURRENT
: ~POSITION OF TAPE
H RB "RECOGNIZE FROM RAW A/D FILE USING CURRENT LABEL 4
. AS E POSITION BUT DON'T CHECK FOR END OF WORD
C USINGNGENGTH FROM LABEL FILE
: PP RECOGNIZE A WORD USING AUTO CORR FRAMES IN CORE ]
: AC READ AUTO CORR FRAMES INTO JIN BUFFER FROM ANALOG
H INPUT
: (0o OPEN THE RAW AUTO CORRELATION FILE
: BC GO TO THE BEGINNING OF THE AUTOCORRELATION FILE
H EC GO TO THE END C¥ THE AUTOCORRELATION FILE !
. N MC MOVE N RECORDS (SPOKEN WORDS) IN THE CORRELATION -
H FILE e
c RC READ A WORDS WORTH OF CORRELATION FRAMES INTO
H BUFFER
¢ WC WRITE A WORD OF CORRELATION FRAMES FROM BUFFER TO v
; FILE ;
: DC DELETE A RECORD (SPOKEN WORD) FROM THE
: CORRELATION FILE
: ce CLOSE THE CORRELATION FILE, AN END OF FILE RECORD
: IS WRITTEN ONLY IF THE CORRELATION FILE WAS
; WRITTEN INTO
H oP OPEN THE PICKED POINT FILE
H BP GO TO BEGINNING OF PICKED POINT FILE
: EP GO TO END OF PICKED POINT FILE
H N MP BACKSPACE N RECORDS (SPOKEN WORDS) IN THE PP FILE
: RP READ FROM PICKED POINT FILE AND RECOGNIZE THE
H WORD
. WP WRITE PICKED POINT RECORD FROM 12 FRAMES IN LOG
H BUFFER :
: KP WRITE PICKED POINT RECORD,
: BUT FIRST ASK FOR OPERATOR CONFIRMATION®
H CP CLOSE THE PICKED POINT FILE
; DM DEFINE A MACRO (COMMANDS THAT FOLLOW COMPOSE THE
: MACRO UNTIL A DOUBLE CARRIAGE RETURN IS
e ENCOUNTERED)
: N EM EXECUTE THE MACRO N TIMES
H EX EXIT THE PROGRAM AND CLOSE ANY OPEN FILES
; oD GO TO ODT

;FILES:

FILTER FILE -- A 32 X 32 BYTE PACKED FILE USE TO PERFORM
THE FOURIER TRANSFORM OR OTHER
SPECTRAL ANALYSIS

TRANSFORM FILE -- A 32 X 32 BYTE PACKED FILE USED TO
PERFORM THE CLUSTERING

-e w8 N we we we

E-3




S4136 Documentation

e NP Ne NE Ne we w0 w0 w

-

~e we we wo wo

e NE NE NE NE NS NE N Ne Ne we we we

e e e we Ne wo

~e weo

.
’
3
’
.
’

TRANSFORMATION

STATISTICS FILE -- A FILE OF MAX SIZE = STSIZE CCONTAINING
REFERENCE PATTERNS
THE FORMAT IS AS FOLLOWS:

NVOCAB NUMBER OF PATTERNS IN THIS FILE
NFS NUMBER OF ELEMENTS PER PATTERN
NBYTE NUMBER OF BYTES PER ELEMENT
WORD NAMES SIZE = NVOCAB

MEANS SIZE NVOCAB X NFS X NBYTE

STANDARD DEVS SIZE NVOCAB X ( (NFS X NBYTES) +4)

NAME FILE --

1-256. UNUSED (PUT OUT BY THE LINKER IF NAME FILE IS
BUILT BY ASSEMBLING A SOURCE FILE OF
SPECIFIED FORMAT)

1ist NUMBER OF NAME IN NAME FILE

2-N NAMES OF WORDS

RAW AUTO CORRELATION FILE --

HEADER FORMAT:

105 PTR TO NEXT HEADER IN FILE (WORD COUNT - STARTS
AT 1)

2: POINTERS ARE DOUBLE PRECISION

Bt IARG, NO OF FRAMES (DATA RECORDS) IN WORD
4: 36., LENGTH OF FRAME

s 2, POINTERS ARE DOUBLE PRECISION

6: SU3JECT NO

Tic WORD NO
33 PTR TO LAST HEADER RECORD
34: POINTERS ARE DOUBLE PRECISION

357 PTR TO CURRENT HEADER RECORD
36: POINTERS ARE DOUBLE PRECISION

DATA RECORD FORMAT:

1150 SHIFT COUNT

23 AUTO CORRELATION TERMS

34: AMPLITUDE

35 AMPLITUDE

36: AMPLITUDE

PICKED POINT FILE -- CONTAINS 12 LOGTRANSFORMED FRAMES
FOR EACH WORD IN THE DATA BASE

HEADER FORMAT:
L PTR TO NEXT HEADER IN FILE (WORD COUNT - STARTS
AT 1)




E >4136 Documentation

H 2: POINTERS ARE DOUBLE PRECISION

: 3: 12, NUMBER OF PICKED POINTS PER WORD

: 4: 36., LENGTH OF FRAME

H 5¢ 2, POINTERS ARE DOUBLE PRECISION

: 6: SUBJECT NO

: : WORD NO

H 33: PTR TO LAST HEADER RECORD

: 34: POINTERS ARE DOUBLE PRECISION

: 35: PTR TO CURRENT HEADER RECORD 1
H 36: POINTERS ARE DOUBLE PRECISION

: DATA RECORD FORMAT:

H 1:

: 2:

g 3: SUBJECTIVE TIME

H 4: REAL TIME

H 5¢ LOG TRANSFORMED FRAME ~

s LABEL FILE -- v

s 1: SUBJECT NUMBER

- 2: WORD NAME NUMBER

H 3: POINTER TO LOCATION IN RAW A/D FILE OF BEGINNING

H OF WORD

¢ 4: POINTERS ARE DOUBLE PRECISION

: Se LENGTH OF WORD IN FRAMES (79. WORDS = 1 FRAME)

: 6: UNUSED 4
H : UNUSED 1
H 8: UNUSED ﬂ

STANDARD INTERACTION:

< > SPECIFIES OPTIONAL COMMAND j

.R S41C

<*FF>

<FILTER FILE=>

<*[ENTER COSINE MATRIX FILE]>

*DS START DISPLAY .
STAT FILE= \ | 3
E-5
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* [ENTER STAT FILE NAME]

*0C
CORR FILE=
* [ENTER RAW CORRELATIONS FILE]

; *RC READ ONE WORD FROM CORRELATION FILE
4 *pp RECOGNIZE IT

<*BC> GO TO BEGINNING OF CORRELATION FILE

CHUN'MC> SPACE N WORDS IN CORRELATION FILE
3 OR

*GO RECOGNIZE LIVE INPUT

.R S4IA

C*FF>

E 1 <FILTER FILE=>
o <* [ENTER COSINE MATRIX]>

*OP
PICKED POINT FILE=
* [ENTER PICKED POINT FILE NAME]

*OA
RAW A/D FILE=
* [ENTER RAW A/D FILE]

*OL
LABEL FILE=
* [ENTER LABEL FILE]

*NM
NAME FILE=
[ENTER NAME FILE]

*DMRLRAWO READ LABEL, RECOGNIZE LABELED WORD,

SAVE PICKED POINTS
*

g *RA RECOGNIZE FISRT WORD
i *WP WRITE FIRST WORD'S PICKED POINTS
‘ ! *DS START DISPLAY
*NP DON'T PRINT AMPLITUDE DATA

E-6
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*10000EM
*CP CLOSE PICKED POINT FILE

.R S41P

<*FF>
<FILTER FILE=>
<*[ENTER FILTER FILE NAME]>

*OP

*FS

STAT FILE=

*{ENTER STAT FILE NAME]

<*FF>
<FILTER FILE=>
<* [ENTER COSINE MATRIX FILE NAME]>

*GO RECOGNIZE LIVE INPUT
OR
*OoP

PICKED POINT FILE=
*{ENTER PICKED POINT FILE NAME]

*DMMPRPO PRINT OUT PICKED POINT NAME AND RECOGNIZE
L THE WORD
<*NP> NO PRINT
<*NR> NO STAT RANKING
*10000EM
*KS PRINT OUT RIGHT
E-7
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Power Spectrum Calculation

" Every 10 milliseconds the hardware produces an auto-
correlation frame. Each autocorrelation frame undergoes
processing, the result of which is a power spectrum frame, a

. graph of frequency vs. amplitude which which tells us what
frequencies were present in the 10 millisecond frame.

Every 10 milliseconds a 32 term autocorrelation frame
is read from the hardware "autocorrelator". Each term is 32
bits long.

i} The frame is smoothed in time with 1its two neighbors
' ("Triangular Smoothing"). This eliminates transient noise
and pitch aliasing.

The "second derivative" of the frame is taken to main-
tain precision at high frequencies.

The 32 values in the frame are scanned. The maximum
value is called the "Power".

i The square root of the power is taken. It 1is called
k| the "Amplitude".

The frame is "power normalized". Each term is divided
by the power. The resulting 16 most significant bits of
each term are saved. This reduces the amount of computation
to be done and data stored.

The 32 term frame is multiplied by a 32 by 32 "cosine
matrix". This 1is called a cosine transform, the result of
which is a 32 term power spectrum. The 32nd term is thrown
away and replaced with the amplitude term. This 32 element
frame is called th "Power Spectrum".

Triangular Smoothing

The 3 time-adjacent frames are averaged. For each lag
: the smoothed value 1is equal to the first frame plus two
. times the second frame, plus the third frame.

. The triangular method replaces the previous 5 frame
: ' moving average which smoothes five neighboring frames (each

E-8
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given equal weight).

The 3 frame method was chosen because it does not smo-
oth away fast transitions and better maintains independence
between adjacent sounds.

bl b piia - AN s

The triangular method also provides some protection
- against aliasing produced by the 100 Hz frame rate beating
E against the pitch period. 5

Change to the triangular smoothing produced no improve-
ment in recognition. i

L AT A e A

< & ot

Autocorrelation Function

—— ———————————————————————

Let £ be a function of time.

+o0
R(+) = J f(x) - f(x+t)dx (E1.1)

- 00

The autocorrelation function resembles the time func-
tion in shape. The most important difference is that the
phase has been "thrown away". The autocorrelation function
of two functions that differ only in phase will be identi-
cal.

Py oy

Autocorrelator

The Dialog hardware autocorrelator or "correlator" T

An analog signal is sampled every 125 micro seconds by i
an A/D converter. These digitized samples are fed to the ;
autocorrelator. Every 10 milliseconds a 32 frame autocorre- -
lation frame is output by the correlator. This frame is an
estimation of the autocorrelation function of the input sig-
nal. The autocorrelation frame is defined as follows:

E-9
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Deleies 31 (E1.2)

1 R 1is called the zero delay term, R , the first delay
0 1

term, etc. The inputs to the autocorrelator are 12 bit
numbers, the outputs are 32 bit numbers.

: NOTE: The autocorrelator has reduced the number of terms

| we deal with while increasing their significance. w
| An autocorrelation frame or <correlation is the

output of the autocorrelator, one 32 term frame.

Second Derivative

The purpose of the second is to maintain the high fre-
quency resolution of the power spectrum. The result of tak-
ing the second derivative of an autocorrelation frame is the
same as having applied a 6 decibel per octave filter to the
input signal.

The formula for the first derivative is:

d. = X=% (E1.3)

X 1is the ith term of th autocorrelation frame
i

for the second derivative it is:
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i S =d -4d
| i i i+l
= (x - X ) - (x - X ) (E1.4)
i i+l i+l i+2
= X -~ 2 + X
i xi+l i+2

S is defined as = S
31 30

The effect of the second derivative is based on the formula

sin' (2x) = 2cos(2x)
hence

sin" (2x) = -4sin(2x)
while

sin" (x) = -sin(x)

The effect of taking the second derivative shows up during
the cosine trans where multiplying by large numbers instead
of small numbers produces a more significant answer.

Amplitude

8y the definition of the autocorrelation function

+o0
R(0) = J Pig) . Eim) ax (E1.5)

-0

henceVR(0) is the RMS amplitude of the f(x) and if R exists
R(0) >= R(x). However the "autocorrelation frame" is the

short-term estimation of the autocorrelation function R and
it is not true that

R >= R ;x
0 i ;

E-11
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b (for a Ramp, R is the largest term in the frame).
4 31
i To overcome this problem the amplitude is defined to be the
2 square root of the 1largest term in the autocorrelation
i frame.
3 Power
f; The power is the square of amplitude or the maximum
§ value in the autocorrelator.
|
1
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STAT9 Documentation

SLM, 30 OCT 72

UNBIASED, USING NO. OF DEGREES OF FREEDOM =
NO. OF SUBJECTS

COMPUTES ISOLATED WORD (ONE BYTE) OR CONTINUOUS SPEECH
(TWO BYTE) REFERENCE PATTERNS USING "PICKED POINTS"
DATA BASE PRODUCED BY S4I OR DBASE SERIES PROGRAMS v

THE FORMATS OF THE PICKED POINT FILE AND THE REFERENCE
PATTERN FILE (OUTPUT FILE) ARE FOUND IN S4I36.DOC

AN INTERMEDIATE SCRATCH FILE USED AS ACCUMULATOR
STORAGE MUST BE PROVIDED . THE LENGTH OF THIS
FILE (CALLED THE "STATMP" FILE) IS

(4*NFS+1) *NWORD

16-BIT WORDS, WHERE NFS IS THE TOTAL NUMBER OF DATA
ELEMENTS PER PATTERN AND NWORD IS THE TOTAL NUMBER OF
REFERENCE PATTERNS TO BE COMPUTED.

NORMAL INTERACTION FOR MAKING ISOLATED WORD PATTERNS

.R STAT9

PICKED POINT FILE=
* [PICKED POINT FILE]
STATMP FILE=

* [STATMP FILE]
OUTPUT FILE=

* [NEW PATTERN FILE]

*NM YOU MUST SPECIFY THE NUMBER OF NAMES
AND THE NAMES BEFORE TYPING "GO".
THIS CAN BE DONE EITHER WITH THE "NM"
OPTION OR WITH THE "NW","WS" COMBINATION.

C
€
€
C
C
C
C
C
C
C
C
(>
C
C
C
(&
€
€
C
C
C
C
(>
C
(>
(>
C
C
C
C
C
C
C
C
C
C

NAME FILE=
F-1
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€
C
C
C
C
C
C
c
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
(
C
C
C
>
C
C
C
C
C
C
C
C
€
(>
C
C
C
C
C
C
C
C
C
C
C

*GO
*1

*0

*0

N NW
WS

NM

10)

N SL
N SC

N MS

* [NAME FILE]

(START PROGRAM)

ZERO OLD STATMP FILE?

(YES)

KEEP IT AFTER USE?

(NO) NO MEANS DON'T CLOSE THE FILE.
1 MEANS CLOSE THE FILE.
THIS HAS NO EFFECT UNLESS THE
FILE WAS CREATED WITH THE /C:0
OR /C:-1 OPTION.

(MUCH CALCULATION)
ANOTHER PICKED POINT FILE?

(NO)

A PRINTOUT FOLLOWS CONTAINING NUMBER OF PICKED

POINTS PER CLASS, MIN AND MAX MEANS AND STDEV

TERMS AND THE RANGE OF THE LOG TERMS.

THIS IS FOLLOWED BY A PRINT OUT OF THE NUMBER OF TIMES
EACH WORD APPEARED IN THE PICKED POINT FILE WHICH WENT
INTO MAKING UP THE REFERENCE PATTERNS

COMMAND MENU FOR STAT9:

SET OF BYTES PER REFERENCE PATTERN DATA ELEMENT
TO N (1 OR 2) 1 IS DEFAULT.

1 IS FOR DISCRETE WORDS

2 IS FOR CONTINUOUS SPEECH

; SET OF PATTERNS TO N
SET UP TO ENTER ID NUMBERS OF ALL PATTERNS IN THE
ORDER THEY WILL APPEAR IN THE OUTPUT FILE. ENTER
EXACTLY "NW" NUMBERS AFTER THIS COMMAND,
SEPARATED BY ANY NON~NUMERIC DELIMITER.
READ IN A FILE CONTAINING PATTERN NAMES
FORMAT IS:

256 WORDS GARBAGE (OUTPUT BY THE LINKER)

IVOCAB = NO OF PATTERNS IN VOCABULARY

. IVOCAB NO OF PATTERN NAMES

THIS FORMAT WAS CHOSEN SO THE NAME FILE CAN BE
BUILT WITH THE EDITOR. AN EXAMPLE:

.WORD IVOCAB

«WORD NAME1l,NAME2, .. .NAMEN

. END
THE EDITOR FILE IS THEN ASSEMBLED AND LINKED.
THE SAV IMAGE IS READABLE BY STAT9.
SPECIAL FUNCTION: BUILD REFERENCE PATTERN FILE
FROM EXISTING DATA IN INTERMEDATE "STATMP" FILE
SUBTRACT CONSTANT N*1000 FROM LOG TERM
SET SPECIAL SCALE FACTOR FOR INVERTED STANDARD
DEVIATIONS IN REFERENCE PATTERNS
MASK OUT THE N-TH DATUM OF EACH 32-ELEMENT FRAME
AND GIVE IT A WEIGHT OF ZERO IN THE REFERENCE
FILE

PPy P W
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C
(&
C
C
€

TD

GO

SET TOTAL NUMBER OF DIMENSIONS PER PATTERN (READ
FROM THE BEGINNING OF THE PATTERN)

PROCEED TO COMPUTE REFERENCE PATTERNS

,s
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S4IT Documentation

S41T.DOC MR 25-Jun-78
DOCUMENTATION ON SYNTAX TREE VERSION OF S41I = s
COMMAND SUMMARY :
(FOR GREATER EXPLANTION AND VARIATIONS, SEE FOLLOWING
PAGES) . L {
oT OPEN TREE FILE
' 10T OPEN AND INITIALIZE TREE FILE
' CT CLOSE TREE FILE
2JT JUMP TO 2ND NODE

MT MAKE TRANSITION ON BASIS
OF LAST RECOGNIZED WORD

2BT TAKE BACK TWO TRANSITIONS 1
XT EXECUTE NODE SUBROUTINE .
3
1,2IT INSERT 1: RED=>2
RED
1,2DT DELETE 1: RED=>2 1
RED
;
! 2PT PRINT OUT INFO ON 2ND NODE L
-PT PRINT OUT INFO ON WHOLE TREE
1

IN THE S4IT VERSION OF S4I, THE USER CAN DEFINE AND USE
A SYNTAX TREE TO LIMIT THE SET OF WORDS TO BE RECOGNIZED

G-1
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AT ANY GIVEN POINT. EACH SYNTAX TREE CONSISTS OF A SET
OF NUMBERED NODES AND NAMED BRANCHES BETWEEN THE NODES.
THE NAME OF A BRANCH CORRESPONDS TO A VOCABULARY WORD THAT
CAN CAUSE A TRANSITION BETWEEN THE SPANNED NODES. THE
NUMBER OF NODES, NUMBER OF BRANCHES, AND THEIR LINKING
IS ARBITRARY (A CORE BUFFER (BRBUF) MUST BE ALLOCATED
AS LARGE AS THE MAX. NUMBER OF BRANCHES PER NODE. ITS
DEFAULT SIZE IS 256.). ONCE A TREE HAS BEEN GENERATED
(ACTUALLY AN

ARBITRARY GRAPH), A STARTING NODE CAN BE SPECIFIED AND
A PATH TAKEN FROM THE STARTING NODE CAN SAVED (IN CASE
YOU WANT TO BACK UP).

RUN-TIME COMMANDS EXIST FOR INVOKING A TREE, MOVING AROUND
IN A TREE, CREATING AND EDITING A TREE, PRINTING OUT INFO
ON A TREE, AND EXECUTING SUBROUTINES ASSOCIATED WITH NODES
IN A TREE.

EXPLANATION OF COMMANDS:

NOTE THAT ALL NODES MUST BE POSITIVE. "-" (OR A NEG.
NUMBER) USED AS A NODE WILL MATCH ALL NODES. 1IN THE
EXAMPLES BELOW, "*" AND "S$" ARE PROMPTS FOR TTY.

(1) INVOKING A TREE:
*OT OPEN TREE FILE
TREE FILE=
*<ENTER TREE FILE>
NAME FILE=
*<ENTER NAMES FILE>

IF THIS COMMAND IS PRECEEDED BY A "1", IT INITIALIZES THE
TREE FILE (DONE WHEN CREATING A NEW TREE).

*CT CLOSE TREE FILE

THIS OR EX (EXIT) MUST BE DONE IF ANY CHANGES TO THE TREE
ARE SURE TO BE SAVED IN THE TREE FILE.

MOVING AROUND IN A TREE:
(A) DEFINING CURRENT STARTING NODE:
*3JT JUMP TO 3RD
(B) SPEECH-DRIVEN TRANSITIONS:
*2MT MAKE TRANSITION ON BASIS OF 2ND

MOST LIKELY RECOGNIZED BRANCH
(DEFAULT 1S 1).

(C) UN-DOING TRANSITIONS:
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2BT TAKE BACK TWO TRANSITIONS
(DEFAULT IS 1).

(3) CREATING AND EDITING A TREE:

b (A) INSERTING BRANCHES:
3 3 51T INSERTS BRANCH "RED" FROM NODE 3
$RED TO NODE 5. (DEFAULT ARE CURRENT

PARENT AND SON NODES).
(B) DELETING BRANCHES:
*3,5DT DELETES BRANCH "RED" FROM NODE 3

$RED TO NODE 5. (DEFAULT ARE CURRENT
PARENT AND SON NODES).

THE "-" ARGUMENT CAN BE USED TO MAKE GLOBAL
INSERTIONS/DELETIONS, E.G.:
v
k= 41T INSERTS THE BRANCH "HELP" FROM ’
SHELP EVERY NODE TO NODE 4.

THIS WILL NOT AFFECT TERMINAL NODES OR ANY NODES DEFINED
AFTER THIS COMMAND WAS EXECUTED.

IF ANY TREE EDITING IS PLANNED, IT IS SUGGESTED THAT YOU
WORK ON A COPY, RATHER THAN THE ORIGINAL, IN CASE
SOMETHING GOES WRONG (E.G. SYSTEM CRASH, ERRORS, ETC).
(4) PRINTING OUT INFO ON A TREE:
*3PT PRINTS OUT INFO ON 3RD NODE
(DEFAULT IS CURRENT NODE).
3: RED=>5 BLUE=>6
"-" GIVEN AS AN ARGUMENT PRINTS OUT THE WHOLE TREE.
(5) NODE SUBROUTINES:
(A) EXECUTING NODE SUBROUTINES:
XT EXECUTES SUBROUTINE ASSOCIATED
WITH CURRENT NODE. THE DEFAULT
SUBROUTINE (I.E. IF NOT DEFINED
AS BELOW) IS A NOP.
(B) ASSOCIATING SUBROUTINES WITH NODES:

A SUBROUTINE MAY BE ASSOCIATED WITH A NODE BY
LINKING THE SUBROUTINE IN WITH S4IT AND ENTERING ‘

G-3
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THE SUBROUTINE INTO THE "NODE TABLE." THE LATTER

IS DONE BY INSERTING A MACRO CALL OF THE FORM:
ASSOC NODE, SUBR

INTO THE ROUTINE THAT LOADS THE NODE TABLE. THE
NEXT PAGE SHOWS AN EXAMPLE OF A NODE SUBROUTINE
FILE THAT CONTAINS A SUBROUTINE THAT RINGS THE

TTY BELL AND THE NODE TABLE LOADING SUBROUTINE.

A USER DEFINED FILE OF THIS FORM WITH HIS OWN
SUBROUTINES MAY EASILY BE LINKED WITH ALL THE

OTHER NECESSARY FILES BY CALLING THE USER'S

FILE DK:NSUBRS.OBJ, MOUNTING FLOPPY M.RILEY2,
AND EXECUTING THE INDIRECT - FILE FD:S4IT.COM.
THIS WILL PUT S4IT.SAV, WITH THE USER'S NODE

SUBROUTINES, ON DK. THE DEFAULT NODE
SUBROUTINES AND THEIR LINKING ARE:

(1) 100. = BACK UP TWO TRANSITIONS.
(2) 101. = BACK UP ONE TRANSITION AND DO A "PT".
(3) 102. = BACK UP ONE TRANSITION AND RING TTY

BELL.

THUS, FOR EXAMPLE, IF EVERY NODE HAS A BRANCH
CALLED "NO" FROM IT TO NODE 100, THEN A SPOKEN

"NO" CAN CAUSE THE TRANSITION BEFORE THE

SAID TO BE TAKEN BACK.

A TYPICAL MACRO MIGHT BE:

WHICH PRINTS INPUT CHOICES (PT), LISTENS FOR INPUT (GO),

PTGOMTXT,

MAKES TRANSITION ON BASIS OF INPUT (MT), AND EXECUTES
NEW NODE'S SUBROUTINE (XT).

ASSEMBLY INSTRUCTIONS:

LINKING

S4136<S41IT,CSECTI,S4136
SPIN36<S4IT,CSECTI,SPIN36
STSWAP<S41IT,CSECTI,FBLOCK.PRE,STSWAP
MKTREE<S41IT,CSECTI ,MKTREE
RNTREE<S4IT,CSECTI,RNTREE
NSUBRS<NSUBRS

INSTRUCTIONS:

S41T<S4136,SPIN36,STSWAP,MKTREE , RNTREE ,VNEWL/C
NSUBRS,SLIBR

ILIMR MUST CONTAIN "ITRAN" AND "GETLIN".)

G-4
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TREE FILE FORMAT:
1=-2: DOUBLE PREC. END-OF-FILE WORD COUNT

<N-1 NODES>

X: N = NODE

X+1: K = BRANCH COUNT
X+2-

X+K+1: BRANCH NAMES
X+K+2-

X+2K+1: SON NODES

NODE SUBROUTINE FILE EXAMPLE:
.TITLE NSUBRS.MAC

THIS FILE, TO BE LINKED IN WITH S4IT, CONTAINS THE NODE
TABLE LOADER, THE ALLOC. OF THE NODE TABLE, A SUBR. THAT
RINGS THE TTY BELL, AND THE LINKING OF THAT SUBR. TO NODE
100.

we we wo wo

.GLOBL LOADND,NDBUF ,NDS1I2
.MCALL .TTYOUT

ASSOCIATES NODE WITH PARTICULAR SUBROUTINE

-.

.MACRO ASSOC NODE ,SUBR

MOV NODE, RO
ASL RO
MOV SUBR,NDBUF-2 (R0)
. ENDM
; ROUTINE THAT LOADS NODE TABLE.
LOADND: ASSOC 100.,BELL :RING TTY BELL
RTS PC
BELL: MOV 7,R0
.TTYOUT
RTS pe

«BLKW ;NODE TABLE
.WORD ;NODE TABLE SIZE

.END
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Audio
Tape

Tape
Counter

282 0-243
250-623
230

283 0-252
260-647
0-250
260-648

286 0-243
245-591
0-245
250-605

287 0-245
250-626
0-244
250-627

288 0-245
250-625
0-243
250-626

289 0-200
0-248
250-629

292 0-245
250-626
0-243
250-624

A b S T Sl RS S Y ISP

APPENDIX H

List of Audio Tapes

Materials

Copied

- ————————————————————————————————————————————— - —

Cassette
"

Cassette
"

Cassette

Cassette
"

Cassette
"

Cassette
"

Cassette

43
43
44

47
47
48
48

nununn nounn
[ I R LS I
NN NN NN =

o
N =N

nunounn nununn

| | A
NN

nununn nunnn
N

nunununn

N =N

ROME
ROME
ROME
ROME

ROME

ROME
n
"
ROME
"
ROME

ROME
"

2 (1000)

2 (1000)

REQ.
2 (NOUNS)
REQ.
2 (NOUNS)

2 (1000)

2 (1000)

N =N

(1000)
2 (1000)

(NOUNS)

6/9/78

6/13/78

6/7/78

6/8/78

6/13/78




:
!

List of Audio Tapes

293

295

297

316

322

323

324

325

326

327

0-248
250-626
0-249
255-640

0-243
250-628
0-243
250-505

0-247
250-633
0-247
250-635

0-245
250-627
0-248
250-633

0-246
250-632
0-246
250-632

0-243
250-588
0-245
250-594

0-243
250-626
0-243
250-627

0-249
£95=8711
0-243
250-627

0-246 .
250-634
0-238

245-624

0-243
250-624
0-244
250-627

Cassette

Cassette
"

Cassette

Cassette

Cassette

Cassette
n

Cassette

Cassette
"

Cassette
"

Cassette
LU

| |
NN

|
NN

31
N =N =

nununn unnn ({)(ﬂ(ﬂ(ﬂ nununn

L} |
N =N -

[}
N =N

mmc{:m ({:mmm
NN

mc{xmm
|
SR SR

|
N =N N =@

[ JEl ERT
N =N

nunnom mm({im nwWununn

2 = =N

(1000)

(1000)

(1000)

(1000)

(1000)

(1000)

(1000)

a

(1000)

(1000)

(1000)

R Jesti il 4 - i
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PAGE H-2

6/13/78

6/12/78

6/13/78

6/14/78

6/16/78

6/16/78

6/16/78

6/16/78

et e e e B bl

6/14/78

T PR TN BT Trerm R

6/15/78
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; List of Audio Tapes PAGE H-3 :
&
:v I
328 0-247 Cassette 59 S-1 ROME 2 (1000) 6/14/78
250-632 " 59 S-2 . "
0-243 " 60 S-1 "o " |
250-622 " 60 S-2 nmooom " |
L 329 0-243 Cassette 63 S-1 ROME 2 (1000) 6/15/78 |
" 250-527 " 63 5-2 S "
0-246 " 64 S-a .o "
E . 250-632 " 64 S-B n w "
2 333 246 Cassette 77 S-1  ROME 2 (1000) 6/20/78 ?
250-628 " 17 §-2 W " -
0_246 n 80 S_l " " "
: 334 0-249 Cassette 75 S-1 ROME 2 (1000) 6/19/78 :
2 260-651 " 75 §-2 nooom " ]
0-248 ) 76 s-1 e 5 ;
260-581 " 76 5-2 w7 " o
'S k
337 0-250 Cassette 85 S-A  ROME 2 (1000) 6/21/78 b
260-311 " 85 S-B L "
| 338 0-250 Cassette 83 S-A  ROME 2 (1000) 6/21/78
i 260-656 " 83 S-B Wi . "
a 0-246 " 84 S-A ool " ,
i 250-626 " 84 S-B n m " ,
338 0-243 Cassette 81 S-1  ROME 2 (1000) 6/21/78 :
260-621 " 81 s-2 o "
0-246 " 82 s-1 nom "
250-628 " 82 S-2 "o "
347 0-667 Tape 130 s-1 ROME 2 (1000) 6/23/78
0-12.5 " 130 s-1 A n
20-667 " 130 s-2 n . "
3 348 0-661 Tape 140 s-1 ROME 2 (1400) 6/21/78
| 0-645 " 140 s-2 noo. " :
349 0-654 Tape 133 s-1 ROME 2 (1400) 6/21/78
0-661 " 133 §-2 SR "
350 0-657 Tape 141 s-1 ROME 2 (1400) 6/22/78
0-657 " 141 8-2 A« "
. 351 0-28 Tape 117 §=2 ROME 2 (1400) 6/23/78
| 30-64 " 130 §-2 n . "
b | 70-150 " 183 s-1 "o "
i 160-241 " 183 s-2 1 "

fa sl
I
w

i
‘ ‘
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Tape ROME 2 (1400) 6/23/78
L] n " "




Zero
one

two
three
four
five

six
seven
eight
nine

ten
eleven
twelve
thirteen
fourteen
fifteen
sixteen
seventeen
eighteen
nineteen
twenty
thirty
forty
fifty
sixty
seventy
eighty
ninety
hundred
thousand
million

erase
cancel
insert

APPENDIX I

100 Required Words

forward
backward
newline
negative
cursor
down

up

left
pica
elite
format
graphics
make
show
window
read
write
point
lineplot
vertical
horizontal
text
color
rotate
scale
translate
trackball
enter
done

X

Y

equals
clear
screen
maximum

square
low
high
name
black
red
green
yellow
blue
magenta
cyan
white
condition
action
index
set
limit
pause
resume
skip
endtape
call
label
line

if
increment
add
startover
margin
page
tab
shift




MISSION
’ of
Rome Air Development Center

RADC plans and conducts research, exploratory and advanced :
lopment programs in command, control, and cosmunications W e

(c?) activities, and in the C? areas of information sciences
and intelligence. The principal technical mission areas
are communications, electromagnetic guidance and control, -
surveillance of ground and aerospace objects, intelligence % v
data collection and handling, information system technology.
donoepheric propagation, solid state sciences, microwave

R physics and electronic reliability, maintainability and

_ compatibility. : ;
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